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Introduction

CO
The Analytical Review Project, sponsored by the

National Center for Educational Statistics of the U. S. Office

CN? of Education vas designed to analyze several major longitudinal

0 studies in order to discover variables, tecbninues, methodol-

ogies and problems pertinent to evaluative studiesof the

impact of schools and colleges upon the growth and development

Eno
of young adults. The results of this analysis are reported in

five volumes cited in the addendum to this paper. Volume I

contains the theoretical framework of the Project, together

with highlights of the substantive and methodological issues

raised by the studies selected for analysis. Volume II con-

tains the dynamics of the abstracting process utilized in the

project, the typology of the variables used in the research,

an overview of the major issues suggested by the research and

comprehensive summaries or abstracts of each of the studies re-

viewed Volume III presents the logic of survey research, the

major data collection tecbninue used in the studies, problems
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common to survey research, impact analysis including the problem

of measuring change, and a critical analysis of the research

designs, methodologies and techniques used in the studies re-

viewed. In addition, a checklist of re..ommended guidelines

for educational research included which serves concomitantly

as a means by which survey research studies may be evaluated

and also as a beginning collection of evaluative criteria.

The synthesis and implications of the findings including

matrices of the findings and variables derived from the studies

under review comprise Volume IV. Volume V consists of a "users

guide" or reference index to the other four volumes, summary

of the technical aspects of the research studies and a classi-

fication of the instruments used in the studies. This paper

focuses upon one of the major issues treated in Volume III; the

use of explicative analysis in educational research.

Explicative Analysis

Almost without exception the search for causal rela-

tionships has become the primary concern of educational re-

searchers. Although a causal analysis may indicate that a

relationship probably exists, it does not necessarily identify

the reason Az a particular variable produces certain effects.

Thus the researcher may determine that small classrooms con-

tribute to higher verbal achievement scores, yet be uncertain

as to the underlying processes responsible for this relation-

ship. Explicative studies attempt to answer this type of re-

search question. The key word in explicative analysis is
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elaboration. Explicative studies are designed to test specific

hypotheses and thereby to elaborate the relationships between

variables, including the processes, precipitating factors or

events, and the structural contexts which mediate the relation-

ships. Explicative analysis is therefore the logical extension

of causal analysis. Once a causal relationship has been detected,

the researcher should attempt to explicate this relationship by

identifying factors which will interpret the relationship and

specify the conditions that will make it more or less probable.

Interpretation and specification analysis should therefore be

an integral part of the overall data analysis. strategy of the

educational researcher.* The extent to which observed relation-

ships were statistically interpreted and specified in the Ana-

lytical Review studies Is assessed in the following section.

Interpretation Analysis

The contribution of a study is enhanced considerably

when the analyst can identify the reasons Wtil a particular

relationship exists. This is especially true in educational

research where knowledge of the underlying processes responsible

for a relationship is necessary before sound policy decisions

. can be made. Statistical interpretation attempts to identify

and clarify these underlying processes by introducing additional

test factors into the analysis.

*For excellent discussions of specification and inter-
pretation analysis, see, Paul F. Lazarsfeld and Morris Rosenberg,
The Language of Social Research. New York: The Free Press, 1955,
Section II, pp. 115-125; Herbert H. Hyman, Simvey Design and
Analysis. New York: The Free Press, 1955, ch. 7, pp. 275-327;
Morris Rosenberg, The Logic of Survey Analysis. New.York: Basic
Books, Inc., 1968; and C. Y. Glock. (ed.), Survey' Research in the
Social Sciences: New York: Russell Sage Foundation, 1967.



To perform interpretation analysis upon a two variable

relationship the researcher statistically controls or reduces

the effects of an interpretation test factor--a third variable

that intervenes in temporal sequence between the independent

and dependent variable. When successful interpretation occurs,

the original relationship is sharply reduced or disappears

when the effects of the interpretation test factor are statis-

tically.controlled.

Although interpretation analysis can make important

substantive contributions to educational research, the Analytical

Review indicates that analysts were not systematically testing

interpretation hypotheses. The studies reviewed did contain

attempts at statistical interpretation, but for the most part

they remain isolated attempts lacking the necessary integration

with causal analysis to become a viable research strategy for

understanding the dynamics of human growth and development.

Examples of interpretation analysis can be found in

Coleman (1966), Sbaycoft (1967) and Bachman (1970). Coleman

found that minority students attending integrated schools

scored higher on achievement tests than did minority students

attending segregated schools even when the effects of social

class were statistically reduced. This important finding

Merited further investigation to determine why integrated

schools had this effect.

Several plausible interpretations were advanced to ex-

plain this observation. Minority students might have achieved

higher scores in integrated schools because predominately White

schools have better physical facilities, higher quality teaching
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staffs or more remedial courses. Differences.with the peer

environments of integrated and segregated schools could also

have accounted for the greater achievement of minority students

in integrated schools. The peer group in integrated schools

compared to segregated schools may have encouraged and rewarded

academic excellence to a much greater extent thereby motivating

the minority students to perform better scholastically.

To determine which of these competing hypotheses was

most credible, Coleman performed an interpretation analysis

which has become a classic example of this testing procedure

in educational research and clearly illustrates that important

information can be obtained by systematically searching for

interpretation variables. The results of Coleman's analysis

revealed that it was the influence of the peer group, rather

than the impact of the physical resources of the school or the

quality of the teaching staff, which accounted for the rela-

tionship between school integration and academic achievement.

In the words of Coleman:

The higher achievement of all racial and ethnic
groups in schools with greater proportions of white
students is not accounted for by better facilities
and curriculum in their schools. . . . The higher
achievement of all racial and ethnic groups in
schools with greater proportions lf white students
is largely, perhaps wholly, related to effects
associated with the student body's educational
background and aspirations (p. 307).

Thus, when the differential effects of various school

resources were statistically controlled, the observed differ-

ences in the academic achievement of minority students attending

integrated and segregated schools remained. However, when the

effects of the educational aspirations and achievements of the
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student body were statistically reduced, the differences which

had previously existed in the educational achievements of these

students disappeared. This is strong evidence in support of

the interpretation that minority students tend to perform

better in integrated schools because of the differential

characteristics of the student subculture. Furthermore, as

Coleman notes:

This means that the apparent beneficial effect
of a student body with a high proportion of white
students comes not from racial composition per se,
but from the better educational background and
higher educational aspirations that are, on the
average found among white students (p. 307).

Sbaycoft provides several notable illustrations of

interpretation analysis in her report of Project TALENT data.

Shaycoft was interested in identifying the magnitude of the

direct effect that socio-economic status had on grade twelve

achievement. Consequently, the analysis of the influence of

social class upon twelfth grade achievement was repeated after

the effects of student aptitude, grade nine achievement, courses

in high school and college plans were statistically controlled.

According to Shaycoft:

After the effects of their various causative (or
possibly causative).factors . . have been elim-
inated from the socio-economic variable statis-
tically, the part correlations of the residuals
with grade 12 test scores are negligible (1967,
pp. 8-24).

Although this test was conceptualized as an attempt to

estimate the direct causal relationship between social class

and academic achievement, it also serves as an example of in-

terpretation analysis. The results of this investigation in-

dicated that the original relationship between socio-economic
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class and academic achievement was due, in large part, to the

mediating influence of those variables that were statistically

controlled in the analysis.

Bachman's analysis of the racial differences in the

responses to a job ambitions index illustrates a systematic

attempt to identify an intertwetation variable. Bachman found

that the scores of Black students, regardless of whether they

attended integrated or segregated schools, were lower than

Whites on a scale presumed to be measuring the job ambitions

of the student. In search of an interpretation, Bachman ad-

justed the scores on the basis of seven background character-

istics and scores to the Ammons Quick Test of Intelligence.

Although the racial differences did diminish in this phase of

the analysis, the basic relationship remained; Blacks had

lower job ambitions than Whites.

The ambitious job attitudes index was composed of two

major dimensions; attitudes toward jobs "that pay off," and

attitudes toward jobs "that don't bug me." Bachman surmized

that a separate analysis of these two components of the

original scale might reveal the reason for the racial differ-

ences in the scores. Consequently, the analysis was repeated

using these two dimensions as separate criterion variables.

According to Bachman, the results of this investigation were

definitive:

There are scarcely any racial differences in
preferences for "a job that pays off" racial
differences do appear when we consider preferences
for "a job that doesn't bug me." Along this dimen-
sion we find integrated blacks more than one-third
standard deviation higher than whites; for northern
segregated blacks the difference exceeds one-half
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standard deviation, and for southern segregated
blacks the difference reaches three-quarters of
a standard deviation (1970, p. 147).

Thus, the Black students in this sample were as equally

ambitious as Whites for "jobs that paid off." However, the

Black students were less tolerant than Whites of "jobs that

bug me." This led Bachman to conclude that:

The young black high school student probably
knows better than most whites what it means to
have "a job that does bug me," and avoiding that
'sort of job seems more important to him than to
the average white. In our view, it is likely
that some of the items on the "job that doesn't
bug me" scale mean something very special to
black respondents, and that this, more than
anything else, accounts for the racial differ-
ences we have observed her (1970, p. 147).

As previously noted, there are not many examples of

interpretation analysis in the Analytical Review studies. In

some cases this was due to the lack of data. In many cases,

however a analyst failed to perform an interpretation

analysis when the necessary data were available. The work of

Trent and Medsker (1968), Astin and Panos (1969), Lehmann and

Dressel (1963), and Hilton (1971) are cases in point.

Trent and Medsker observed that socio-economic class

was moderately associated with college persistence in the ex-

pected direction; the higher the social class standing of the

student the greater the probability of persisting in college.

In addition, academic achievement in high school and the amount

of income earned from part time employment during college were

also predictive of college persistence. College students who

had low academic achievement in high school or worked part-

time for over half of their income were more likely to withdraw
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from school than students who had high academic achievement in

high school or did not work for over half of their annual in-

come. Since data regarding two principal interpretation vari-

ables were available for each analysis--the academia aeaevement

of the student and his employmentTrent and Medsker may have

been able to determine why lower class students withdrew from

college at a greater rate than upper and middle class students.

Unfortunately., however, an interpretation analysis was not per-

formed and as a result it is uncertain whether lower class

students withdrew from college because they bad lower academic

ability or because they were employed.

Astin and Panos missed several opportunities to statis-

tically interpret observed relationships. For example, they

discuss their observations of environmental effects by type of

institution (pp. 141-145) and the effects of specific environ-

mental characteristics (pp. 145-147) under separate headings

in their report and never attempt to integrate these two groups

of findings through a systematic strategy of interpretation

analysis. Instead, the researchers :peculated that:

. . . some of the environmental effects observed
in particular "types" of institutions may be wholly
or in part a consequence of differences among the in-
stitutions in some of the (environmental) character-
istics described below (p. 145).

The "may be wholly or in part a consequence of" clause, however,

represents an empirical question which could have been tested

with the data that were available for analysis.

Thus, Astin and Panos report that universities and

liberal arts colleges had very different dropout rates. Attri-

tion at the liberal arts colleges was substantially lower than

.)
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would be expected on the oasis of student input characteristics.

In contrast, the dropout rate at the university was greater

than would be expected. The researchers also report that

colleges with cohesive peer environments had much lower drop-

out rates than were predicted from student input characteris-

tics while colleges with fragmented peer environments showed

the reverse paztern. These relationships suggest that liberal

arts colleges have lower dropout rates than universities be-

cause their peer environments are more cohesive. Clearly,

this is a plausible inte,Tretation that should have been

tested. Unfortunately, the investigators failed to do ao.

Instead, Astin and Panos postulated the following alternative

explanation:

Although there are many 'oossible explanations for
the sharp contrast between liberal arta colleges
and universities, one interesting hypothesis is
suggested by the fact that these two groups of
institutions differ markedly with respect to two
environmental factors, Familiarity With The In-
structor and Concern For The Individual Student.
Perhaps the university professor, who spends rela-
tively little time with his students and much time
in pursuing bis own scholarly interests, provides
a relatively poor role model in comparison with
the college teacher, who often takes a more per-
sonal interest in his students (p. 142).

Even here, the investigators failed to test their inter-

pretation. They could have statistically controlled for the

items "Familiarity With The Instructor" and " Concern For The

Individual Student" to determine if these two variables did,

in fact, interpret the relationship in question. Since they

failed to perform this test, their interpretation remains an

unconfirmed speculation.
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Lehmann and Dressel (1962) also missed an opportunity

to clarify the underlying processes of a major relationship

reported in their study of Michigan State students. They

found tbat religion was highly associated with a student's

value orientation and dogmatism score. '?'he apparent intlutnce

of the student's religious training was manifest in two related

observations. First, Catholic students were more stereotypic

and dogmatic than Protestants or Jews and were also more tra-

ditional-value orientated. Jewish students, on the other band,

were more emergent in their value orientation than eitber

Catholics or Protestants. Secondly, students who had pre-

viously attended public high schools were less dogmatic, stero-

typic and more likely to be emergent in their value orientation

than students who had attended parochial schools.

The researchers also report that students' social class

was associated with their value orientations end dogmatism

scores. Students ifrIse parents had a high level ot education

were less stereotypic, dogmatic andbad more emergent value

orientations than students whose parents had little formal edu-

cation. In addition, students whose fathers bad a b3.61, occupa-

tional rank were more emergent in their value orientations, less

stereotypic and dogmatic than students whose fathers bad a low

occupational rank.

Social class can often statistically interpret rela-

tionships between religious affiliation and various criterion

variables. In this case. social class might have interpreted

the relationship between religicua affiliation and critical

thinking, values, and attitudes. Thus, Lehmann and Dressel
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could have determined whether the effect of the student's re-

ligious background upon his value orientation and attitudes

was due primorily to the influence of social class, or the

more direct effects of religious training. Although a simple

test of interpretation would have clarified this issue, the

analysis was not performed and important information was lost.

Evans and. Patrick (1971) conducted an analysis of high

school Oropouts from data derived from Hilton's study. In

this investigation the analysts observed the expected relation-

ship between the age of the student in the fifth grade, his

scores on various SCAT and STEP tests, and withdrawal from high

school. Fifth grade students who were later to drop out of

high school tended to be approximately one year older than their

classmates and obtain scores on achievement and ability tests

which were significantly lower than those students who con-

tinued through the_eleventh grade.

Certainly a critical question to ask at this point is

yht the older students in the fifth grade_bad_a much greater

probability of withdrawing from high school than the younger

students. Age and achievement scores were both highly corre-

lated with the criterion variable. In addition, the achieve-

ment scores only explained about one percent of the variance in

the dependent variable after the age of the student was intro-

duced into the correlation equation. This suggests substantial

scores. Thus, it seems plausible that the academic achievement

of the student could serve as an interpretation test factor

accounting for the relationship between age and withdrawal

from high school. In other words,. on the basis of the
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existing data it could be argued that the students who were

older in the fifth grade were less capable of performing well

in high school and consequently were more likely to become

frustrated, disillusioned and finally to drop out of school

altogether.

Evans and Patrick, however, appear uncertain of the

underlying process responsible for the association between

student age in the fifth grade and high school persistence:

Dropouts are nearly a year older in fifth grade
than their non-dropout peers. The dropouts may
have failed one or more grades or may have
started school later than their peers.
Another possible explanation is that grade re-
tention acted to cause dropping out, rather than
simply predicting tbat a student would eventually
drop out of school. The important finding is
that the age discrepancy is apparent as early
as the fifth grade (p. 131).

Although the relationship between student age and

withdrawal from high school was an important finding, it is

also important to determine why age is a crucial factor in

predicting the criterion variable. Interpretation analysis

could have answered this question.

Educational researchers in general have been negligent

in conceptualizing, measuring and testing interpretation vari-

ables. As a result, tint systematic use of statistical inter-

pretation has not been rigorously pursued in educational re-

search. This is indeed unfortunate because the results of

interpretation analysis can be tremendously enlightening to

the researcher as well as to the educational policy-maker.

Specification Analysis

Specification analysis is another form of statistical
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elaboration which can be performed on a bivariate relationship.

Testing for specification, like interpretation analysis, in-

volves statistically controlling the effects of a third variable.

Unlike tests for interpretation, however, successful specifica-

tion analysis does not result-in the disappearance of the orig-

inal relationship. Rather, the original relationship is

strengthened or weakened, or the direction of the relationship

is changed in the partial relationships. Thus, successful

specification analysis identifies a third variable (i.e., a

specification test factor) that statistically interacts with

the original relationship by specifying the conditions which

make the original relationship more or less probable.

There are no time constraints on specification test

factors. They can be antecedent, posterior, or simultaneous

with the independent or dependent variables in temporal sequence.

In addition, successful specification analysis can frequently

stimulate further elaboration. Thus, when specification has

been observed, the analyst will usually ask why the original

relationship was found to be conditional. This, in turn, could

lead to an interpretation analysis.

The results of systematic specification analysis can

provide information that is of equal if not greater value than

that obtained from an interpretation analysis. For example, in

order to achieve optimal allocation of school resources in terms

of maximum impact upon the student population, it is necessary

to determine which students will receive the greatest benefit

from exposure to a particular school resource. The search for

specification test factors will often identify variables that



15

strengthen or weaken the association between a school character-

istic and a particular educational outcome. Frequently, these

factors are student background variables. Thus, specification

analysis can pro,/ide the investigator with valuable information

concerning the differential impact that certain school charac-

teristics have upon different student subgroups.

Coleman's study illustrates the Importance of specifi-

cation analysis in educational research. Coleman found that

the student's academic achievement was only marginally affected

by differences between schools. However, after a specification

analysis was performed in which comparisons were made between

racial and ethnic groups, important interschool differences

emerged. In general, the variation in academic performance

that existed between schools was noticeably larger for minority

students than for majority students. This finding suggested

that the academic performance of minority students was more

sensitive to the impact of different school environments tbah

was the academic achievement of majority students. As Coleman

writes:

Indirect evidence suggests that school factors
make more difference in achievement for minority
group members than for whites; for Negroes, this
is especially true in the south. This result
suggests that insofar as variations in school factors
are related to variations in achievement, they make
the most difference for children of Minority groups
(p. 297).

Coleman then continued this analysis by introducing

data which indicated that the academic achievement of minority

students was, in fact, more sensitive to the impact of various

school characteristics. For example, the magnitude of per-

ms-nil awnanAitnraa_ tha nssnl itv nA tha taanhina afAf'f anA
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numerous characteristics of the school facility, including the

size of the school and the presence of laboratories, extra-

curricular activities and guidance programs were found to have

a larger impact upon the academic performance of minority stu-

dents than majority students. Thus, Coleman uncovered an im-

portant specification test factor that strengthened the asso-

ciation between various educational experiences and academic

achievement.

In a similar fashion, Astin and Panos tested for

specification in their analysis of the quality Of undergraduate

institutions and the student's intellectual achievement. The

researchers sttte the major hypotheses of their investigation

in the following manner:

Stated in positive terms, the general hypotheses
tested in this anal7sis were as follows;

1. The academic excellence of the undergraduate
institution - as defined by the level of ability of
the student body, the level of the institution's
financial resources, and the degree of academic
competitiveness in the college environment - has
a positive effect on the undergraduate student s
intellectual achievement.

2. The extent of the positive effect of
institutional quality on intellectual achievement
is proportional to the student's academic ability
(1969, p. 72).

The second hypothesis incorporates a test for specification.

That is, Astin and Panos propose that the effects of institu-

tional quality will statistically interact with the student's

academic ability to produce a higher association between the

quality of the educational institution and the student's in-

tellectual achievement when the student has high academic

ability.
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The results of this analysis, however, provided little

support for either hypothesis. The academic excellence of the

school. was not strongly or consistently associated with aca-

demic achievement after the effects of student background

characteristics were statistically controlled. Furthermore,

the academic ability of the student did not significantly in-

fluence the strength of the association between the quality

of the school and the student's academic performance.

Of course, the value of specification analysis is not

restricted to policy-orientated research. The results of sys-

tematic specification analysis can make an equally important

contribution to the development of learning and socialization

theory, as illustrated by the work of Kagan and Moss (1962).

In their longitudinal study of psychological development, Kagan

and Moss consistently tested for specification by comparing the

similarity of behavioral patterns between different time periods

for both males and females. Many of their findings strongly

support the hypothesis tbat early sex role identification has

important implications for adult behavior. For example, Kagan

and Moss report that a passive, in contrast to a retaliatory

reaction to frustration, was highly stable for boys and girls

during the first tan years of life. However, early passivity

in males was essentiolly unrelated to adult behavior while it

was moderately related for females. According to Kagan and

Moss:

The primary reason for this lack of continuity in
males is the development of conflict over passive
and dependent behavior. A passive orientation to
Problems is inappropriate for the male role. . . .

This conflict, which does not swell to such stronG
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proportions in middle class girls, leads to
minimal continuity between childhood and adult
dependency for males (1962, p. 58).

Thus, by focusing upon sex as a specification test factor,

Kagan and Moss were able to contribute valuable information

supporting the notion that differential cultural expectations

for dependency and passivity in males and females will influ-

ence the pattern of psychological growth and development.

. Bachman (1970) also performed sr.acification analysis

in his panel study of adolescent boys. He originally found

that majority and minority students attending integrated schools

bad similar self-concepts of school ability, while Blacks in

segregated schools had somewhat lower self-concepts. However,

the relationship was dramatically reversed when the scores were

adjusted for a number of student background characteristics in-

cluding social class and general intelligence. There was a

pronounced tendency for Blacks attending either segregated or

integrated schools to have relatively higher self - concepts of

school ability than Whites. Furthermore, this same basic pat-

tern was repeated for self-esteem. Southern segregated Blacks

had self-esteem scores that were similar to Whites, but after

controlling for background characteristics and general intel-

ligence, their adjusted scores were higher than Whites. Accor-

ding to Bachman:

It is frequently assumed that Black Americans, as
a result of centuries of slavery and discrimination,
have lower self-esteem than whites. This may be
true of adults, but our data lead us to question
this assumption as applied to young men in high
school. . . . Our view is that the fairly high
self-esteem scores for Black respondents represent
a real feeling of self-worth (1970, p. 199).
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The theoretical contribution of Bachnan's analysis was enhanced

by systematically testing for specification. The results of

this analysis not only uncovered an important relationship that

was suppressed in the original analysis, but It provided valu-

able information concerning the possible changes in self-

concept that may be occurring among minority students today.

Despite its obvious value, researchers have not system-

atically and uniformly introduced specification test factors

into their analyses. Astin and Panos, for example, report that

colleges which have a relatively large percentage of students

who work for pay have considerably higher dropout rates that

were predicted from student input data. The researchers also

had extensive information on the college environment; measures

of the cohesiveness and competitiveness (vs. cooperativeness)

of the peer environment, various indicators of the classroom

environment such as student involvement in the class and

severity of grading practices, data on the administrative and

physical environment of the school, student's subjective im-

pressions of the college environment, the instructor's concern

for the student, flexibility of the curriculum, and the degree

of academic competitiveness.

Valuable information could have been obtained if Astin

and Panos bad determined if these environmental factors spe-

cified the relationship between student employment and college

persistence. High school guidance counselors, for example,

could use this information to advise students who anticipate

working during college that they would have a greater probabil-

ity of graduating from particular types of schools (e.g., those
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characterized by low academic competitiveness, liberal grading

practices, or a cohesive peer environments). Unfortunately,

tests were not conducted using environmental data as /possible

specification test factors.

The study by Trent and Medsker provides a number of

similar illustrations. The researchers report, for example,

that two-year college transfers bad a statistically higher rate

of attrition than native students. A considerable amount of

data one:student background, family, and school environmental

variables were available for analysis. Consequently, Trent and

Medsker were in a position to identify situations or experiences

that would increase the likelihood of transfer students persis-

ting in college. The researchers, however, did not specify or

interpret this relationship, and again valuable information

was lost.

The dearth of systematic specification analysis is

evident in Project SCOPE. Tillery and associates (1972) re-

port that in a subsample of students drawn from California,

Illinois, Massachusetts and North Carolina, minority students

(excluding Oriental Americans) tended to have lower educational

aspirations than White students. The researchers did not at-

tempt to elaborate this relationship, however, by performing

an additional analysis designed to identify specific educational

experiences that contributed to the lower aspirations of minority

students.

In addition, the data from this subsample indicated that

junior colleges attract a similar number of students scoring at

.all four levels of an intellectual. predisposition (IPD) test
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consisting of items from the Thinking Introversion, Theoretical

Orientation, and Autonomy scales of the Omnibus Personality

Inventory (Center for the Study of Higher Education, 1962).

It would have enhanced the contribution of this analysis if

the researchers had identified the factors that increased the

probability of a student with a high intellectual predisposi-

tion enrolling in a junior college. Again, although the data

were available an important test for specification was not

conducted.

Opportunities to perform specification analysis were

also missed in Project TALENT. Flanagan et. al. (1962), for

example report that the size of the senior class and the aver-

age class size were not highly associated with high school

achievement (correlated below .20 with school achievement).

No attempt was made to identify student background variables

or other school characteristics that would increase or weaken

the magnitude of these relationships. Consequently, no infor-

mation was provided concerning the type of student who would

benefit most from exposure to small classrooms.

As a final example, Thistlethwaite (1965) reports that

the student's disposition to seek advanced training was:

. . . strengthened by association with peers
having high educational aspirations, favorable
teacher evaluations of college performance,
winning social recognition for intellectual
achievement, participation in Honors Programs
and graduate-level courses, and by under-
graduate participation in research programs
and projects (1965, pp. 91-92).

The above relationships indicate the direct or indepen-

r''nt impact of these college experiences upon the criterion
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variable as determined by a multiple regression analysis. How-

ever, these findings pertain to students in general and not to

particular subgroups of students. That is, Thistlethwaite de-

termined that there was a tendency fur all students to seek

advanced training if their peer groups had high academic aspi-

rat:ons or their teachers evaluated their academic performance

favorably. Consequently, although Thistlethwaite reports that

these cfAlege experiences "strengthened" the student's disposi-

tion to seek advanced training, be did not perform a true

specification analysis.

While it is important to ascertain the independent

effects that college experiences have upon the student's de-

sire to seek graduate training, it is also important to deter-

mine which students will benefit most from exposure to these

experiences. In other words, what factors strengthen or

weaken the association between participating in honors programs

or receiving a favorable teacher evaluation and student dispo-

sition to seek graduate training? These questions are truly

representative of the types of questions asked in a specifica-

tion analysis. Thistlethwaite did not attempt to answer these

questions in his investigation.

Educational researchers in general, and the Analytical

Review investigators in particular, have not systematically

tested for specification or interpretation. Instead, they

seem preoccupied with developing prediction equations that link

a number of independent variables to a specific dependent or

criterion variable.
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While it is generally recognized by theoreticians and

metbodologists alike that the ability to accurately predict a

specific educational outcome will yield valuable insights into

the dynamics of the phenomenon in question, it is nonetheless

important to remember that these causal or predictive relation-

ships are not the only or necessarily even the most significant

source of information.

The most valuable scientific contributions are those

which'not only identify causal or predictive relationships but

also e )lictite these relationships by analyzing additional

variables that are not conceptualized as independent variables

but as elaborating test factors. The discovery of a causal

relationship does not signify the end of systematic inquiry,

but the beginning. It is critically important to the advance-

ment of educational research and to the development of en-

lightened policy recommendations that analysts introduce and

subsequently test hypotheses which identify (1) the reasons

mhz:a specific relationship exists (interpretation) and (2)

the conditions that maximize and minimize the strength of the

relationship (specification). A serious effort should there-

fore be made to supplement the current r.,rientation of simply

predicting specific educational outcomes with one that empha-

sizes the need to explicate predictive or causal relationships

with interpretation and specification analysis.

Accordi,31y, it is recommended by the Analytical Review

staff that:

Investigators should be required to develop
a conceptual model that identifies specific
variables to be used as interpretation and
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specification test factors. In addition, each
major hypothesis of the investigation should
be outlined and discussed ITTerms of which
variables will be used to interpret and s ecif
the expected results.

1.
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ADDENDUM

An Analytical Review of Longitudinal and Related Studies fit"
they apply to the Educational Process.

Gerst, A. and Trent, J. W. Preliminary Rerort. Vol I. Center
for the Study of Evaluation, Univers ity of Califoraia,
Los Angeles, 1970.

Rose, C., Trent, J. W., Solyard, A. and Adams, J. Towards
Synthesis, Vol. II. Center for the Study of Evlua4i3n,
University of California, to Angeles, 1972.

Marcus, A. C., Keesling, J. W., Rose, C. and Trent, J. W.
Methodulo ical Foundations for the Study_pf
Effects, Vol. II. Center for the study of Evaluation,
University of California, Los Angeles, 1972.

Rose, C. and Trent, J. W. Research in RetroLrect: implications
for the Future, Vol. IV. Center for the Study of
Evaluation, University of California, Los Angeles, 1972.

Trent, J. W. and Rose, C. A Surrlement to the Anal tical Review,
Vol. V. Center for the Study of Evaluation, vers ty
of California, Los Angeles, 1973.



BIBLIOGRAPHY

Astin, A. & Panos, R. J. The educational and vocational
development of college students. Washington: American
Council on Education, 1969.

Bachman, J. G. Youth in transition: The impact of family
background and intelligence on tenth-grade boys.
Vol. II. Ann Arbor: Institute for Social Research,
University of Michigan, 1970.

Coleman, James S. Equality of educational opportunity.
Washington: U. S. Government Printing Office, U.S.
Department of Health, Education and Welfare, 1966.

Evans, F. R. & Patrick, C. Antecedents and patterns of
academic growth of school dropouts. In T. L. Hilton
(Ed.), A study of intellectual growth and vocational
development. New Jersey: Educational Testing Service,
1971.

Flanagan, J. C., Dailey, J. T., Shaycoft, M. F., Orr, O. B.,
and Goldberg, J. Studies of the American high school.
Final report to the n.S. Office of Education, Co-
operative Research Plaject No. 226. Pittsburgh:
Project TALENT Office, University of Pittsburgh, 1962.

Glock, C. Y. (Ed.) Survey research in the social sciences.
New York: Russell Sage Foundation, 1967.

Hilton, T. L. A study_of intellectual vowth and vocational
development. New Jersey: Educational Testing Service,
1971.

Hyman, H. Survey design and analysis. New York: The Free
Press, 1955.

Kagan, J. & Moss, H. A. Birth to maturity. New York: Wiley,
1962.

Lazarsfeld, P. F. & Rosenberg, M. The language of social
research. New York: The Free Press, 1955.

Lehmann, I. J. & Dressel, P. Critical thinking, attitudes
and values in higher education. Michigan State
University, 1962.

Lehmann, I. J. & Dressel, P. Changes in critical thinking

attendance. Michigan State Univers
abilit , attitudes and values associated with 'college



27

Rosenberg, M. J. The logic of survey analysis. New York:
Basic Books, 1968.

Shaycoft, M. F. The high school years: Growth in cognitive
skills. Pittsburgh: Project TALENT Office, University
of Pittsburgh and American Institutes for Research,
1967.

Thistlethwaite, D. L. Effects of college upon student aspira-
tions. Nashville: Vanderbilt University, 1965.

Tillery, D. & Collins, C. College-going in four states: A
stud of differential outcomes of hi.h school raduates.
SCOPE Project, Center for Research and Development in
Higher Education and the College Entrance Examination
'Board. New York, 1972. (A)

Tillery, D. & Kildegarrd, T. Educational goals, attitudes
and behaviors: A differential study of high school
seniors. SCOPE Project, Center for Research and
Development in Higher Education and the College
Entrance Examination Board. New York, 1972. (B)

Trent, J. W. & Medsker, L. L. Beyond high school. San
Francisco: Jossey-Bass, 1968


